Differentially-Private Software Frequency Profiling under Linear Constraints

HAILONG ZHANG, Fordham University, USA
YU HAO, Ohio State University, USA
SUFIAN LATIF, Ohio State University, USA
RAEF BASSILY, Ohio State University, USA
ATANAS ROUNTEV, Ohio State University, USA

Differential privacy has emerged as a leading theoretical framework for privacy-preserving data gathering and analysis. It allows meaningful statistics to be collected for a population without revealing “too much” information about any individual member of the population. For software profiling, this machinery allows profiling data from many users of a deployed software system to be collected and analyzed in a privacy-preserving manner. Such a solution is appealing to many stakeholders, including software users, software developers, infrastructure providers, and government agencies.

We propose an approach for differentially-private collection of frequency vectors from software executions. Frequency information is reported with the addition of random noise drawn from the Laplace distribution. A key observation behind the design of our scheme is that event frequencies are closely correlated due to the static code structure. Differential privacy protections must account for such relationships; otherwise, a seemingly-strong privacy guarantee is actually weaker than it appears. Motivated by this observation, we propose a novel and general differentially-private profiling scheme when correlations between frequencies can be expressed through linear inequalities. Using a linear programming formulation, we show how to determine the magnitude of random noise that should be added to achieve meaningful privacy protections under such linear constraints. Next, we develop an efficient instance of this general machinery for an important subclass of constraints. Instead of LP, our solution uses a reachability analysis of a constraint graph. As an exemplar, we employ this approach to implement differentially-private method frequency profiling for Android apps.

Any differentially-private scheme has to balance two competing aspects: privacy and accuracy. Through an experimental study to characterize these trade-offs, we (1) show that our proposed randomization achieves much higher accuracy compared to related prior work, (2) demonstrate that high accuracy and high privacy protection can be achieved simultaneously, and (3) highlight the importance of linear constraints in the design of the randomization. These promising results provide evidence that our approach is a good candidate for privacy-preserving frequency profiling of deployed software.
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1 INTRODUCTION

Differential privacy [Dwork 2006; Dwork et al. 2006] has emerged as a leading theoretical framework for privacy-preserving data gathering and analysis. In addition to a rich body of theoretical results [Dwork and Roth 2014; SIGACT/EATCS 2017], differentially-private analyses have transitioned to industry in companies such as Google [Erlingsson et al. 2014], Apple [Apple 2017] and Uber [Uber 2017], as well as to government agencies such as the U.S. Census Bureau [Dajan et al. 2017].

Differential privacy allows meaningful statistics to be collected for a population without revealing “too much” information about any individual member of the population. In the area of software profiling, this machinery allows profiling data from many users of a deployed software system to be collected and analyzed in a privacy-preserving manner. Such a solution is appealing to many stakeholders: software users; software developers; providers of software analysis infrastructures; government agencies that enforce consumer protections.

1.1 Challenges and Contributions

Contribution 1: Higher-accuracy differentially-private profiling. There have been some recent efforts to introduce privacy-preserving software profiling. We argue that the closest related work, by Zhang et al. [2020a], takes an unnecessarily restrictive view of the needed privacy protections for a wide class of profiling analyses, which leads to a solution with artificially-low precision for the population-wide statistics being gathered. Rather than providing privacy at the level of individual run-time events as done in this prior work, we observe that it is sufficient to define privacy protections at the level of frequency vectors that accumulate the results from all events. Based on this observation, the first contribution of our work is an approach that formulates a different notion of differential privacy protection for profiling information, and uses a different mechanism to achieve this protection. The proposed approach reports the user-level frequency information with the addition of random noise drawn from the Laplace distribution. Our experimental results show that significantly higher accuracy of profiling results can be achieved, without reducing privacy protections in any substantial way. This result has significant implications for the design of any infrastructure for differentially-private remote profiling of deployed software.

Contribution 2: Differentially-private profiling under linear constraints. The frequencies of different run-time execution events are closely correlated due to the intrinsic static structure of the underlying software system. The second contribution of our work is a novel re-definition of the privacy guarantees and the corresponding privacy mechanisms to account for such correlations. For example, suppose the structure of the software implies that, in any run-time profile, a linear function of the frequencies of several events will always be greater than or equal to the frequency of another event. Such relationships are commonly observed in software systems. We argue that differential privacy protections must account for such relationships; otherwise, a seemingly-strong privacy guarantee is actually weaker than it appears. Our experimental results quantify this key concern. Motivated by this observation, we propose a novel and general differentially-private profiling scheme when correlations between frequencies can be expressed through systems of linear inequalities. Based on a sample of frequency profiles, our approach solves a linear programming (LP) problem to determine the magnitude of random noise that should be added to achieve meaningful differential privacy protections under such linear constraints. To the best of our knowledge, no prior work has incorporated such domain-derived data constraints in the design of a differentially-private analysis.

Contribution 3: Efficient differentially-private scheme for simple constraints. Next, we develop an instance of this general machinery for a special but important subclass of constraints, of the form $f(a) \geq f(b)$. Here $f(\ldots)$ denotes the run-time frequency of an event. In our exemplar
problem, we use the frequencies of method executions in Android apps, and derive such constraints using static analysis of call graphs and control-flow graphs in the app code. We demonstrate that in this case the magnitude of random noise can be determined efficiently. Our solution employs a reachability analysis of a constraint graph that encodes such constraints. By design, this approach is equivalent to the general LP formulation, but in practice is much more efficient. We employ this approach to implement differentially-private method frequency profiling for Android apps.

Contribution 4: Experimental study of privacy/accuracy trade-offs. Any differentially-private scheme has to balance carefully two competing aspects: privacy and accuracy. We perform an experimental study to characterize these trade-offs in several scenarios. In particular, we (1) show that our proposed randomization achieves much higher accuracy compared to related prior work, (2) demonstrate that high accuracy and high privacy protection can be achieved simultaneously, and (3) highlight the importance of linear constraints in the design of the randomization. These promising results provide evidence that our approach is a good candidate for privacy-preserving frequency profiling of deployed software.

1.2 Summary
This effort is a significant step in the new but increasingly important area of privacy-preserving software analysis. The need for such analysis is driven by the fundamental tension between the privacy of software users and the needs of software developers and researchers. Differential privacy is a rigorous tool for exploring such trade-offs. The proposed approach is important both as a solution to a core software usage analysis and as a step in broader efforts to develop privacy-preserving analyses of deployed software. Ultimately, work on such topics contributes to the area of user privacy, in an environment where widespread data gathering is rapidly becoming the norm and privacy protections are becoming essential.

In addition to technical considerations, data collection from software executions raises ethical questions that should not be ignored by computer science researchers. In this technological and societal context, the competing interests of various stakeholders (e.g., software users, businesses, and governments) require agreed-upon general principles and concrete algorithmic tools. For certain problems, differential privacy can help develop such tools both theoretically and practically (e.g., via open-source data collection libraries). While not a panacea, differential privacy quantifies the loss of privacy and makes it easier to reach informed compromises. Motivated by these general observations, we develop a novel frequency-gathering schema that achieves differential privacy when linear constraints exist in the run-time frequency profiles, as well as experimental evidence of the effectiveness of this technique when applied to method frequency profiling.

2 OVERVIEW AND MOTIVATION
A software system deployed across a population of many users can be analyzed remotely for several reasons. For example, mobile app analytics frameworks such as Google Firebase Analytics [Google 2020b] and Facebook Analytics [Facebook 2020] are employed by many mobile app developers to gather data about the usage of app features. As other examples, remote run-time information can be utilized for performance analysis [Han et al. 2012; Nagpurkar et al. 2006], focused testing [Pavlopoulou and Young 1999], debugging [Liblit et al. 2003; Ohmann et al. 2017], and failure analysis [Clause and Orso 2007; Jin and Orso 2012]. In all such techniques, per-user data is gathered locally and then sent to an analysis server, which is under the control of the developers or someone working on their behalf—e.g., an infrastructure provider such as Google or Facebook. In this paper we focus on one key example of such data collection: event frequency profiling.
2.1 Frequency Profiling

Our problem statement abstracts the process of remote frequency profiling as follows. We consider a software system that is deployed on the remote machines of $n$ users. A set of events $V$ is defined by software developers before software deployment. The execution of the software instance at each user $i \in \{1, \ldots, n\}$ triggers at run time a trace of $k$ event instances that are recorded by the analysis infrastructure and sent to the remote server for further analysis. Without loss of generality, assume that $k$ is decided by developers ahead of time and is publicly known. Thus, we consider “one-shot” data collection that uses a window of observation of $k$ event instances, and does not collect any other data. Generalizing to a scenario with continuous and unrestricted data collection and reporting requires more advanced privacy-preserving techniques [Dwork and Roth 2014, Section 12.3] and is left for future work.

Each of the $k$ event instances is an instance of some event $v \in V$. For example, $v$ could be “the run-time execution entered method $m$” and there could be several instances of $v$ among the $k$ event instances. We will use $f_i(v)$ to denote the number of instances of event $v$ in the run-time trace of user $i$. For convenience, we will shorten “event instance” to “event” when this does not create any ambiguities. The local information for user $i$ can be thought of as a vector of local frequencies $f_i \in \mathbb{N}^{|V|}$, with each entry corresponding to some event $v$. The profiling problem we consider is to obtain estimates of population-wide frequency information—that is, to estimate $F(v) = \sum_i f_i(v)$ for every $v \in V$, or equivalently, to estimate the vector $F = \sum_i f_i$.

As a concrete example, consider analytics frameworks for Android apps. In such apps, each run-time event is logged by calling certain APIs with an identifier of the event. For example, in Firebase Analytics [Google 2020b], which appears in close to half of a large set of analyzed apps [Exodus Privacy 2020], method logEvent is used for recording events. This method takes as parameters a string and a map that uniquely identify the event. When this logging method is invoked, the underlying analysis infrastructure issues an HTTP request to record the logged event to the remote analytics server.

2.2 Privacy-Preserving Profiling

There is a large body of work on various forms of profiling, starting from basic information such as the frequencies of nodes and edges in control-flow models [Ball and Larus 1994] and extending to much more sophisticated run-time properties. When a user releases such information to other parties—e.g., software developers or analysis infrastructure companies—there is a fundamental question about privacy. The profiling information can provide details about execution of sensitive software functionality (e.g., how often the user changes her login credentials). The collected data can be used for characterizing user habits and interests, which can then be combined with other sources of information for the purposes of behavior profiling. There is a growing trend of aggregating data from various sources to create rich knowledge about users—e.g., by cross-linking records from various data providers and by applying sophisticated data mining. Data anonymization is not sufficient to address this problem [Narayanan and Shmatikov 2008, 2009]. The user has no control over unethical business practices (e.g., selling the data to third parties) or unexpected uses of the data due to silent changes in end-user privacy agreements, subpoenas by law enforcement, or security breaches in which user data is stolen and then shared with malicious actors.

As multiple sources of data about a person can be combined in ways that cannot be anticipated at the time when a profiling technique is deployed, it becomes increasingly important to deploy profiling techniques that are designed with theoretical guarantees against unknown privacy threats. Differential privacy is such a theoretical framework. A key property of this approach is that it ensures privacy protections in the extreme setting where an adversarial entity has access to large...
amounts of auxiliary data about the individual, and employs such data in ways that are unknown to
the designers of the differentially-private data gathering. These strong properties make differential
privacy an appealing target for the designers of privacy-preserving software analyses, and were
the motivation for developing our frequency profiling approach.

Next, we outline the differentially-private version of our frequency profiling analysis. Without
privacy, a user reports to the remote analysis server her local frequency information, encoded as a
vector of local frequencies \( f \). The server then simply computes and reports the global frequency
vector \( F = \sum_i f_i \). With a differentially-private schema, the local frequencies are modified with the
help of some randomization mechanism \( R \). We consider randomizers \( R : \mathbb{N}^{|V|} \to \mathbb{R}^{|V|} \), where the
frequency \( f_i(v) \in \mathbb{N} \) of event \( v \in V \) for user \( i \) is transformed into a “noisy” frequency \( R(f_i(v)) \in \mathbb{R} \).
As discussed shortly, the noise being added is drawn from a non-discrete probability distribution,
which is why the randomized data is not in the domain of integers.

The randomizer \( R \) is the same for all software users and is designed and embedded in the
software implementation before the software is deployed. It is important to note that differential
privacy assumes that a privacy adversary knows the exact design of \( R \). For example, since the
randomization is implemented in the code of the software that resides on a software user’s machine,
reverse engineering of this code could reveal the exact algorithm for \( R \). Nevertheless, the randomizer
should still provide the differential privacy guarantee (which is described shortly) even in this
adversarial setting. Intuitively, by observing \( R(f_i) \) an external entity should not be able to produce
high-confidence estimates of the true data \( f_i \).

Each user \( i \) rounds each element of \( R(f_i) \) to the nearest natural number and then reports the
result to the analysis server. The server computes a vector \( \hat{F} \in \mathbb{N}^{|V|} \) which estimates the vector
of true global frequencies \( F \). The computation of \( \hat{F} \) depends on the randomization mechanism \( R \).
In the approach we propose, we can simply compute \( \hat{F} = \sum_i \lfloor R(f_i) \rfloor \) where \( \lfloor \ldots \rfloor \) indicates the
rounding function.

## 3 FEASIBLE FREQUENCY VECTORS UNDER LINEAR CONSTRAINTS

In many program profiling problems, there are constraints on the run-time frequencies that are
imposed by the static structure of the code. For example, consider the following code:

```c
void m1() { if (...) { m3(); m3(); } }
void m2() { if (...) m3(); }
```

Further, assume that there are no other calls to \( m3 \) in the entire program. From this code structure,
we can conclude that \( 2f(m1) + f(m2) \geq f(m3) \) for any run-time execution of this code. Here \( f(m) \)
denotes the frequency of method \( m \) in the method-execution-frequency vector \( f \).

**Linear Constraints on Run-time Frequencies.** In this paper we focus on a class of commonly-
occurring constraints that can be expressed as linear inequalities over the elements of the frequency
vector \( f \). These inequalities are of the form \( Af \geq b \), where \( A_{m \times |V|} \) is an integer matrix encoding \( m \)
linear functions of \( |V| \) variables and \( b_{m \times 1} \) is an integer vector. Here we assume that \( f \) is an integer
vector of dimensionality \( |V| \times 1 \). For the example from above, \( A = \begin{pmatrix} 2 & 1 & -1 \end{pmatrix} \) and \( b = \begin{pmatrix} 0 \end{pmatrix} \).

**Feasible Frequency Vectors.** For our problem statement, not all frequency vectors are feasible at
run time. Infeasible frequency vectors do not represent any run-time user behavior and will never
be observed during software execution. For the code example shown above, there is no execution
that can produce a vector \( f \) with \( 2f(m1) + f(m2) < f(m3) \). We define this property as follows:

**Definition 3.1 (Feasibility).** A frequency vector \( f \) is feasible if \( f \geq 0 \), \( Af \geq b \), and \( \|f\|_1 = k \).
Here $\|f\|_1$ denotes the $L_1$ norm of a vector $f$, i.e., $\sum_{v \in V} |f(v)|$. As discussed later, the design of a differentially-private scheme must consider this notion of feasibility, and in particular the linear constraints that feasible vectors satisfy. In our approach these linear constraints will be used to determine the magnitude of random noise that needs to be added in the scheme to achieve differential privacy, as described in Section 4. Prior work by Zhang et al. [2020a] does not employ such constraints in the design of its randomization; instead, it only uses a restricted form of constraints in a post-processing step that affects accuracy but not privacy. In general, if the designers of the profiling analysis do not account for such constraints, the scheme is fundamentally flawed: the introduced noise would be insufficient to prevent a privacy adversary from drawing higher-confidence inferences than what the scheme is intending to achieve. For example, in our experiments presented in Section 7.4, we observe that the privacy guarantee of an analysis that ignores such constraints is actually $26.5\times$ weaker than what its design is trying to accomplish. Further discussion of the importance of using constraints in the analysis design is provided in Section 5.5.

4 THE DIFFERENTIAL PRIVACY GUARANTEE

Informally, the differential privacy guarantee is of the following form: for any possible output of a differentially-private data analysis, the probability this output was produced from real data $a$ and the probability this output was produced from some “neighbor” data $b$ are close to each other. Thus, just by observing the analysis output, an adversary cannot distinguish with high probability the case when the input was $a$ from the case when the input was some neighbor $b$ of $a$. This probabilistic indistinguishability guarantee is the essence of differential privacy: it ensures that high-confidence inferences cannot be drawn from the released data.

4.1 Indistinguishability

In the context of our problem, this property applies to any two neighbor feasible frequency vectors $f$ and $f'$ that could represent the local data of one software user. The “neighbor” relation will be defined shortly. Following the standard approach from the differential privacy literature [Dwork and Roth 2014], we define $\epsilon$-indistinguishability as follows:

Definition 4.1 ($\epsilon$-indistinguishability). Randomizer $R$ achieves $\epsilon$-indistinguishability if for any two neighboring feasible frequency vectors $f, f' \in \mathbb{N}^{|V|}$ and for any set $O \subseteq \mathbb{R}^{|V|}$ of possible outputs of the randomizer, the following holds:

$$\frac{\Pr[R(f) \in O]}{\Pr[R(f') \in O]} \leq e^\epsilon$$

Here $\Pr[\ldots]$ denotes the probability of an event. This definition should be interpreted as follows: for any randomizer output, the likelihood that the real data was $f$ is close to the likelihood that the real data was $f'$. Thus, $f$ and $f'$ are indistinguishable in a probabilistic sense from the point of view of an adversary who observes the randomizer output. Parameter $\epsilon$ defines the strength of this protection. Smaller values of $\epsilon$ provide stronger protection but necessitate more “noisy” randomization which leads to less accurate population-wide estimates. In practical applications, values of $\epsilon$ such as $\ln(9)$ have been used [Erlingsson et al. 2014].

4.2 Defining Neighbors

Recall that in our problem statement, for any feasible frequency vector $f$ we have $\|f\|_1 = k$. The $L_1$ distance between two such frequency vectors $f$ and $f'$ is $\|f - f'\|_1$ and this distance is in the set
To normalize, we define the distance between two feasible frequency vectors as
\[ d(f, f') = \frac{1}{2} \|f - f'\|_1 = \frac{1}{2} \sum_{v \in \mathcal{V}} |f(v) - f'(v)| \]
We can then define the neighbors of a vector \( f \) as
\[ \text{Neighbors}(f) = \{ f' \mid d(f, f') \leq \tau \} \]
Here threshold \( \tau \) is used to define the extent of this neighborhood. Note the different role of parameters \( \tau \) and \( \epsilon \). Using \( \tau \), we define for which pairs of vectors we aim to ensure indistinguishability. The next section discusses the implications of this choice. Once the notion of neighbors is defined, \( \epsilon \) determines the desired strength of the indistinguishability between any such pair of neighbors.

### 4.3 Randomization Based on Laplace Mechanism

We next show how to design a randomizer \( R : \mathbb{N}^{\mathcal{V}} \rightarrow \mathbb{R}^{\mathcal{V}} \) that achieves \( \epsilon \)-indistinguishability. Our approach is a direct application of a classic technique from differential privacy: it draws random noise from the Laplace distribution and adds it to the “raw” frequency vector. The Laplace probability distribution \( \text{Lap}(b) \), parameterized by a scale parameter \( b > 0 \) and centered at 0, is defined by the probability density function
\[ p(y | b) = \frac{1}{2b} \exp\left(\frac{-|y|}{b}\right) \]
This is a symmetric version of the exponential distribution. We define the following randomizer:
\[ R(f) = f + \left( \begin{array}{c} Y_1 \\ \vdots \\ Y_{|\mathcal{V}|} \end{array} \right) \]
where each \( Y_j \sim \text{Lap}(b) \) is drawn independently from the Laplace distribution with some scale parameter \( b \). As a direct corollary from standard results in differential privacy, this \( R \) achieves \( \epsilon \)-indistinguishability as long as \( b \geq \frac{2\tau}{\epsilon} \).

### 4.4 Randomization Based on Randomized Response

Several differentially-private data analyses (e.g., Bassily et al. [2017]; Erlingsson et al. [2014]; Wang et al. [2017]; Zhang et al. [2020a]) have employed as a basic building block in their construction the technique of randomized response [Warner 1965]. This technique was initially proposed in social sciences to survey information that could be sensitive. The essence of randomized response is that a user’s data is represented as a binary vector, with each bit corresponding to an event of interest, and then bits are inverted with some probability. The resulting randomized vectors from many users are aggregated and calibrated to obtain population-wide estimates.

This machinery has been employed by Zhang et al. [2020a] to gather event frequency information from software executions. Each run-time event is considered as a binary vector of size \( |\mathcal{V}| \) with a single bit equal to 1, corresponding to the observed event. Each such vector is then randomized. The privacy guarantee for this approach ensures indistinguishability between the real event trace and all other traces that differ from it by at most \( t \) events.

Such an approach may be suitable for scenarios where event-by-event reports are sent to the server—for example, for current mobile app analytics frameworks where the randomization has to be conducted immediately after an event is triggered. However, it is unnecessarily “noisy” for cases when only the frequency vector of the trace needs to be shared. Rather than randomizing each event (via randomized response) and then accumulating the results in a frequency vector, we propose to accumulate the actual frequencies first and then randomize the resulting vector (using the Laplace mechanism). Theoretically, the second approach provably achieves better accuracy by roughly a factor of \( \sqrt{k} \); this observation is a consequence of well-known results in differential privacy.
privacy [Dwork and Roth 2014, Section 12.1]. Our experimental results in Section 7 empirically confirm that significantly higher accuracy is indeed observed in practice.

It is important to note that profiling in which aggregated data is reported (i.e., a frequency vector) has several advantages, including better efficiency, some data obfuscation even without differential privacy (as the sequence of events is not revealed), and a more accurate differentially-private version. For many profiling tasks, the collection and reporting of such aggregated data is sufficient to achieve the goals of profiling clients.

Example. As a concrete example, consider the collection the frequencies of method invocations in mobile apps. Figure 1 shows a snippet of code derived from the mitula app, which has more than 1 million downloads according to Google Play store [Mitula 2020]. Class `SignInActivity` allows the user to register a new account or log in using an existing account. After signing in to the app, the user’s password, along with other critical information such as email address and authentication token, is stored in an instance of the `User` class. As introduced in Section 2.1, method invocations can be recorded by calling APIs in analytics frameworks. Here, we use Firebase Analytics [Google 2020b] for demonstration. As highlighted in the figure, the app can be instrumented by inserting a call to the `logEvent` API at the entry of every method with the method’s signature being a parameter, so that each method call at run time is recorded and sent to the analytics server. For simplicity, we drop other parameters of `logEvent` in this example. At run time, the frequency of $e_1$ is guaranteed to be greater than or equal to the frequency of $e_2$, since each invocation of `registration` involves a call to `validPasswords` in class `SignInActivity`. There are no additional constraints for the three events.
as there are other call sites in the app of which the target is `SignInActivity.validPasswords` or `User.setPassword`.

Using the randomized-response-based approach, each call to `logEvent` is intercepted and the corresponding method-invocation event is perturbed. Figure 2 illustrates this process. It includes event traces from 100 simulated app users, derived from the actual data used in our experimental evaluation presented later in Section 7. Each trace records $k = 3$ run-time occurrences of the three events $V = \{e_1, e_2, e_3\}$ from Figure 1. The actual aggregated frequency vector in this concrete example is $F = (105 \ 88 \ 107)$. We set $\epsilon = 1$ and $t = 1$ (number of differing events in neighbor traces), which defines the functionality of randomizer $R$. At the server, the randomization results for each event at each user are accumulated and post-processed to account for the added random noise. The aggregation result is then calibrated to produce the final frequency estimates. Details of this calibration step will be introduced shortly. As shown in the figure, the resulting vector of frequency estimates is $(116 \ 98 \ 86)$.

The randomization based on Laplace mechanism is applied to local frequency vectors instead of individual events. When an event is triggered at a user $i$, it is accumulated locally in a frequency vector $f_i$. The randomizer $R$ directly adds noise drawn from the Laplace distribution to $f_i$, as introduced in Section 4.3. To compare with the randomization based on randomized response, we use the same parameters for $R$, i.e., $\epsilon = 1$ and $t = 1$. As a result, the aggregated frequency vector in this concrete example is $(103 \ 97 \ 100)$ after calibration. Its distance to the actual frequency vector $F$ is 9, much smaller than the distance for the approach based on randomized response which is 21. Thus, the resulting estimates is “closer” to the true frequencies. This indicates that, at least for the events and settings in this example, the randomization based on Laplace mechanism produces more accurate analysis results for frequency profiling. In Section 7, we conduct extensive experiments on a set of apps and show the benefits of the proposed approach.

### 4.5 Calibration of Estimates

One problem of the random frequency perturbation performed by $R$ is that it leads to inconsistent aggregated frequency vectors. As introduced in Section 3, every run-time frequency vector $f$ satisfies the feasibility property, i.e., $f \geq 0$, $Af \geq b$, and $\|f\|_1 = k$. It is desirable that the aggregated frequency estimate $\hat{F} = \sum_i |R(f_i)|$ satisfies the constraints that would have been satisfied by the

---

Fig. 2. Comparison between randomization based on randomized response and Laplace mechanism, by simulating 100 users using $V = \{e_1, e_2, e_3\}$ from Figure 1, $k = 3$, $\epsilon = 1$, and $t = 1$. 
true aggregated frequency $F = \sum_i f_i$. It is easy to see that those constraints are $\hat{F} \geq 0$, $A\hat{F} \geq nb$, and $\|\hat{F}\|_1 = nk$. However, in general $\hat{F}$ will violate the constraints. A standard approach to enforce such constraints is to calibrate the estimates in $\hat{F}$. Following similar techniques from prior work [Wang et al. 2020; Zhang et al. 2020a], we compute a calibrated frequency estimate vector $\bar{F} \in \mathbb{R}^{|V|}$, which satisfies these constraints and minimizes its squared Euclidean distance to $\hat{F}$. This calibrated estimate vector is the final output of the analysis.

Formally, we define the following optimization problem:

$$\min_{x \in \mathbb{R}^{|V|}} \|x - \hat{F}\|_2^2$$

subject to

- $x \geq 0$
- $Ax \geq nb$
- $\|x\|_1 = nk$

The solution produced for $x$ is the calibrated estimates $\bar{F}$, which is the “closest” feasible vector to the aggregated frequency estimates $\hat{F}$, in terms of squared Euclidean distance. Our implementation utilizes MATLAB’s Optimization Toolbox [MathWorks 2020] to solve this optimization problem.

5 Hiding the Presence or Hotness of Individual Events

One key question for the proposed randomization is how to select the value for $\tau$. The notion of “protected distance” between frequency vectors ultimately has to be derived from some desired higher-level privacy properties. In this paper we consider two examples of such properties. First, we discuss a scenario where the analysis designer aims to ensure that the presence of a certain run-time event is hidden from a privacy adversary. More precisely, for some event $v \in V$ that occurred at least once at run time, we would like to ensure that the adversary cannot distinguish, in the differential privacy sense, the actual run-time behavior from another possible behavior in which $v$ was not observed at all. Equivalently, for any $f$ with $f(v) > 0$, we would like to ensure that there exists at least one feasible $f'$ such that $f'(v) = 0$ and $d(f, f') \leq \tau$.

A second scenario is where the analysis designer aims to hide from a privacy adversary the “hotness” of some event, by ensuring indistinguishability with vectors in which this event is “cold”. In this scenario, an event whose frequency in $f$ exceeds a certain threshold is considered frequently-executed (i.e., hot) in $f$. Here for any $f$ in which $v$ is hot, we should ensure that there exists at least one feasible $f'$ in which $v$ is cold and $d(f, f') \leq \tau$. We next discuss the first scenario; the second one is presented later in this section.

We formulate the following problem: given a set $U \subseteq V$ of events whose presence in the run-time execution needs to be hidden, select the smallest distance threshold $\tau$ such that for any particular $v \in U$, the presence of $v$ is hidden in the sense discussed above. (A more precise formulation will be presented shortly in Section 5.1.) The choice of $U$ depends on the usage scenario. For example, there may be some sensitive code functionality, e.g., changing a password, whose presence at run time should be hidden. Then $U$ will contain any event related to these parts of the code. As another example, we could select a criterion of the form “at least $h\%$ of events are protected” based on some threshold $h$. In this paper we explore the second use case, but the underlying techniques are directly applicable to any other choices for $U$.

Next we discuss the following key subproblem: given $U$ and some feasible vector $f$, determine the smallest distance threshold $\tau$ such that the presence of any particular $v \in U$ in $f$ is hidden by the randomization. Section 6 describes the general problem: how to select the value of $\tau$ to achieve privacy for the entire approach, over many software users $i$ with different local vectors $f_i$. 
5.1 Difficulty of Hiding an Event
Consider any \( f \) with \( f(v) > 0 \). The presence of \( v \) in \( f \) can be hidden if \( f \) is indistinguishable from some neighbor \( f' \) with \( f'(v) = 0 \). We define the **difficulty of hiding** \( v \) in \( f \) as the smallest distance at which such an \( f' \) exists:

\[
D_v(f) = \min_{f': f'(v) = 0} d(f, f')
\]

Here both \( f \) and \( f' \) must be feasible. If no feasible \( f' \) exists such that \( f'(v) = 0 \), it means that \( v \) always occurs at least once in all possible executions. In this case, it is impossible to provide protection to hide the presence of this \( v \) and we have \( D_v(f) = \infty \).

If we have a randomizer that uses a value of \( \tau \geq D_v(f) \), the presence of \( v \) in \( f \) is hidden by the randomization. To achieve our goal of hiding any particular event from \( \mathcal{U} \) in a given \( f \), this property has to hold for each \( v \in \mathcal{U} \). In order to find the smallest such \( \tau \), we need to be able to compute \( D_v(f) \) for any given \( v \) and \( f \). In the following subsection, for the general case of arbitrary linear constraints, we describe this problem as an integer linear programming problem. We then demonstrate that for the class of constraints of the form \( f(v) \geq f(v') \), a more efficient alternative is to define a constraint graph and then perform analysis of this graph.

5.2 Computing Difficulty Using Linear Programming
We can compute \( D_v(f) \) for any given \( f \) and \( v \) by solving the following optimization problem: minimize \( \frac{1}{2} \| x - f \|_1 \) for \( x \in \mathbb{R}^{|V|} \), \( x \geq 0 \), \( Ax \geq b \), \( \| x \|_1 = k \), and \( x(v) = 0 \). Here \( x \) is the unknown variable representing \( f' \) and the objective is to minimize the distance between \( x \) and \( f \). All constraints except for the last one ensure that \( x \) is a feasible frequency vector. This problem can be transformed into an **integer linear programming** (ILP) problem:

\[
\begin{align*}
\min_{x, s \in \mathbb{N}^{|V|}} & \quad \frac{1}{2} s \\
\text{subject to} & \quad x \geq 0 \\
& \quad Ax \geq b \\
& \quad 1^T x = k \\
& \quad x(v) = 0 \\
& \quad s \geq x - f \\
& \quad s \geq f - x
\end{align*}
\]

The last two constraints ensure that \( \forall v \in \mathcal{V} \) we have \( |x(v) - f(v)| \leq s(v) \) and thus \( \frac{1}{2} \| x - f \|_1 \leq \frac{1}{2} s \). Therefore, the optimal value for the objective function gives us the desired value of \( D_v(f) \).

5.3 Computing Difficulty Using Constraint Graph Analysis
Next, we focus on the special case of linear constraints of the form \( f(v) \geq f(v') \). Such constraints can naturally occur when the static structure of the code enforces properties such as “the only way event \( v' \) could occur is if it is caused by event \( v \”).

To illustrate such constraints, consider method frequency profiling in a language such as Java. In this case \( \mathcal{V} \) contains all methods \( m \) in the program code (excluding library/framework methods). Let \( f(m) \) denote the number of times method \( m \) was executed at run time. We borrow the following exemplar static analysis from prior work [Zhang et al. 2020a]. First, if a call site in a caller method \( m' \) has only one possible target \( m \), and this call site dominates the exit of \( m' \), then the frequency of \( m' \) is no greater than the frequency of \( m \). Second, if there is a single call site in the program that may invoke a method \( m \), this call site is not in a control-flow-graph loop, and \( m \) does not override any method from standard libraries or relevant frameworks (e.g., the Android framework), the
we can conclude that the following constraints hold:

$$\forall v \in V, \forall m \in m_2 \text{ are marked in gray.}$$

frequency of $m'$ is greater than or equal to the frequency of $m$. For example, consider the following code:

```c
void m1() { m2(); do { m3(); } while (...); }
void m2() { m4(); if (...) m5(); }
```

Suppose there are no other calls to m5 in the entire program, and m5 does not override library/framework methods. We can conclude that the following constraints hold: $f(m2) \geq f(m1)$, $f(m3) \geq f(m1)$, $f(m4) \geq f(m2)$, and $f(m2) \geq f(m5)$. As another illustration, for the code in Figure 1 we can conclude that $f(e_1) \geq f(e_2)$.

**Constraint Graph Analysis.** Each constraint $f(v) \geq f(v')$ can be encoded as an edge $v \rightarrow v'$ in a directed graph $G = (V, E)$. Given this constraint graph, the computation of difficulty $D_v(f)$ for any given $v$ and $f$ with $f(v) > 0$ is as follows. Let $R_v$ be the set of nodes reachable from $v$ in $G$, including $v$. In any $f'$ with $f'(v) = 0$, all nodes in $R_v$ must have frequency of 0. To compute $D_v(f)$ we need to find such an $f'$ that minimizes $d(f, f')$. A lower bound on $d(f, f')$ is the sum of frequencies in $f$ for the nodes in $R_v$ (since all of them will become 0 in $f'$). If there exists $w \notin R_v$ such that $w$ does not have any predecessors in graph, this lower bound is tight. In this case, to construct $f'$, we can increase the frequency of $w$ by $\sum_{v' \in R_v} f(v')$, without affecting any other nodes. Theoretically, such a $w$ does not necessarily exist in general cyclic graphs. However, in the examples we have seen from real code, there is always a non-trivial number of events whose frequency is not constrained from above (i.e., they do not have incoming edges), and therefore this assumption is always satisfied. Based on these observations, we compute $D_v(f) = \sum_{v' \in R_v} f(v')$. While the same result could be achieved with the more general LP formulation presented earlier, this graph analysis is more efficient and easy to implement.

**Example.** For the earlier example, $E = \{m4 \rightarrow m2, m2 \rightarrow m1, m2 \rightarrow m5, m3 \rightarrow m1\}$. Further, suppose that $k = 16$ and we are given a vector $f = (2 \ 3 \ 4 \ 5 \ 2)$, where the first element is the frequency of $m1$, the second one the frequency of $m2$, etc. Suppose we are interested in $D_{m2}(f)$. Since $R_{m2} = \{m1, m2, m5\}$, as shown in Figure 3, we have $D_{m2}(f) = 7$, the sum of frequencies of the three nodes, and the corresponding neighbor vector $f' = (0 \ 0 \ 4 \ 12 \ 0)$ or $f' = (0 \ 0 \ 11 \ 5 \ 0)$. This means that to hide $m2$ in $f$ we have to also account for the execution frequencies of $m1$ and $m5$. As another example, $D_{m4}(f) = 12$ with $f' = (0 \ 0 \ 16 \ 0 \ 0)$.

### 5.4 Hiding the Hotness of an Event

The approach presented earlier can be adapted to provide a different form of privacy protection. Suppose we have defined two categories of events: “hot” and “cold”. An event $v$ is hot in $f$ if $f(v) > \eta$ where $\eta$ is a pre-defined threshold, possibly dependent on $k$ and $|V|$. Given a hot event $v$ in some $f$, we can ensure that an adversary cannot distinguish this situation from another possible situation in which $v$ was cold in $f$.

Suppose we are given some $v$ and $f$ with $f(v) > \eta$. The hotness of $v$ in $f$ can be hidden if $f$ is indistinguishable from some neighbor $f'$ with $f'(v) \leq \eta$. In this case, the difficulty of hiding the
hotness of \( v \) in \( f \) is the smallest distance at which such an \( f' \) exists:

\[
D_\omega(f) = \min_{f': f'(v) \leq \eta} d(f, f')
\]

Here both \( f \) and \( f' \) must be feasible. If no feasible \( f' \) with \( f'(v) \leq \eta \) exists, this means that \( v \) is always hot in all possible executions. The computation of this difficulty can be expressed as an integer linear programming problem similar to the one in Section 5.2, except that constraint \( x(v) = 0 \) is replaced by \( x(v) \leq \eta \). For the class of constraints described in Section 5.3, the constraint graph analysis considers all hot nodes \( v' \) reachable from \( v \) and computes \( D_\omega(f) = \sum_{v'} (f(v') - \eta) \).

### 5.5 Importance of Constraints in Randomizer Design

In designing our randomization approach, it is critical to account for the linear constraints \( Af \geq b \) that must be satisfied by any feasible \( f \). To illustrate this point, suppose that for a given \( f \) with \( f(v) > 0 \), we are interested in hiding the presence of \( v \).

**Example.** Consider the example presented earlier: constraints \( f(m2) \geq f(m1), f(m3) \geq f(m1), f(m4) \geq f(m2), \) and \( f(m2) \geq f(m5) \), \( k = 16 \), and \( f = (2 \ 3 \ 4 \ 5 \ 2) \). As discussed, \( D_{m2}(f) = 7 \).

Now suppose that instead of considering \( f' \) for which \( f' \geq 0, Af' \geq b, \|f'||_1 = k, \) and \( f'(v) = 0 \), the designer of the randomizer ignored the linear constraints (or was not aware of them) and instead considered \( f' \) with \( f' \geq 0, \|f'||_1 = k, \) and \( f'(v) = 0 \). It is easy to see that in that case the conclusion would be that the difficulty of hiding \( m2 \) is \( f(m2) = 3 \). For example, vector \( f' = (2 \ 0 \ 7 \ 5 \ 2) \) would be considered one legitimate neighbor, and the conclusion would be that \( D_{m2}(f) = 3 \).

What are the implications of this outcome? Suppose that \( \mathcal{U} = \{m2\} \); that is, the only event we want to hide is \( m2 \). To achieve this protection for \( m2 \), the appropriate selection is \( \tau = 7 \). However, if instead we chose \( \tau = 3 \) because we ignored the linear constraints, we added insufficient noise because we used \( \text{Lap}(\frac{\epsilon}{2}) \) to draw the random noise when in reality we should have used \( \text{Lap}(\frac{\epsilon}{\tau}) \).

Equivalently, the “effective” value of \( \epsilon \) was increased by a factor of \( \frac{7}{3} \). Recall from Definition 4.1 that the role of \( \epsilon \) is to bound the ratio of probabilities between possible neighbors, which determines the strength of the indistinguishability guarantee. In effect, this ratio is now increased by a factor of \( \frac{7}{3} \approx 10.31 \). For example, if the designer of the randomizer was intending for the ratio of “probability that the real data was \( f' \)” and “probability that the real data was \( f'' \)” to be bounded by 3, in reality it is only bounded by 31. This could make one of these alternatives much more likely than the other one, which significantly weakens the privacy guarantee of indistinguishability.

In the general case, if the linear constraints are ignored, the effective value of \( \epsilon \) is increased by a factor of \( \frac{D_\omega(f)}{f(0)} \) for an event \( v \). In Section 7 we further quantify these effects and show that this increase could be substantial. Thus, to ensure that the differential privacy guarantee is indeed provided with the expected strength defined by \( \epsilon \), it is imperative to design the randomizer to account for the linear constraints among frequencies, which in turn are the result of inherent correlations among software elements. Otherwise, a privacy adversary who is aware of these correlations may be able to draw inferences with confidence much higher than what the analysis designer intended, due to the insufficient magnitude of random noise.

### 6 OVERALL DESIGN OF DATA COLLECTION

Given a set of events \( \mathcal{U} \) to be protected and a frequency vector \( f \), one can select \( \tau = \max_{v \in \mathcal{U}} D_\omega(f) \) to ensure privacy for each element of this set. However, in a differentially-private scheme the value of \( \tau \) must be selected ahead of time, before the randomizer is embedded in the software and distributed to software users. As a general property, if any parameter of the randomizer (e.g., \( \epsilon \) or...
depends on the local data \( f_i \) of an user \( i \), the analysis is not differentially-private for that user. To address this problem, we employ a model with two groups of users: opt-in users and regular users.

**Opt-in Users.** Each opt-in user \( i \) sends to the server the set of pairs \( \langle v, D_v(f_i) \rangle \) for all \( v \) that are observed at run time. This does leak some information to the server, and in general does not provide differential privacy for that user. However, we consider this a reasonable compromise since the raw profile \( f_i \) is not shared with anyone; only its coarse-grain characterization via this set of pairs becomes known to the server. Given this information, for each \( v \) reported by users the server computes \( \tau(v) = \max_i D_v(f_i) \). The set of \( \tau(v) \) is sorted in ascending order and then used to select a set of events \( \mathcal{U} \) covering the first \( h\% \) of this sorted list. The largest \( \tau(v) \) in this set is selected as the final value of \( \tau \) that will be used later by regular users. The intent behind this approach is to calibrate the privacy/accuracy trade-offs by selecting the value of \( h \) and then determining which \( h\% \) events can be protected with the smallest possible \( \tau \) (i.e., the highest possible accuracy).

**Regular Users.** After the server computes \( \tau \) from the opt-in users, this value is embedded in the randomizer which is then distributed to the regular users. For any regular user \( i \), \( R(f_i) \) is sent to the server and used to compute the calibrated frequencies \( \bar{F} \) described in Section 4.5. One detail is that it is possible for some \( D_v(f_i) \) to exceed the bound \( \tau \). In this case, the user’s data for \( v \) is obtained with weakened privacy protection. Formally, the randomizer achieves \( \epsilon' \)-indistinguishability, where \( \epsilon' = \frac{D_v(f_i)}{\tau} \epsilon \). An alternative would be to exclude the data for \( v \) for such users from the data collection. In this case, no data will be collected from these users and the only leaked information is "the user’s local difficulty exceeds \( \tau \)."

One assumption for this data collection is that the distributions of data from opt-in users and from regular users are similar, and thus \( \tau \) values inferred from the opt-in data can be applied to the regular users. In our experiments we infrequently see regular users whose local difficulty exceeds \( \tau \). However, in general this does not have to be the case. One possible solution is to differentially-privately check the distribution of the opt-in data against the distribution of regular data, and to adjust the data collection in case a "drift" starts occurring. This presents interesting questions for further investigation.

Others have used similar partitioning of users to achieve differential privacy and better accuracy. In particular, an approach by Avent et al. [2017] provides centralized-differential privacy for opt-in users, where the users’ raw data is visible to but protected by the analysis server. Our approach prevents the collection of raw profiles from opt-in users and only gathers from them the difficulty information. As discussed earlier, this does not satisfy differential privacy in general. Depending on the definition of interesting events \( \mathcal{U} \) and the protection goal \( h \), this release of information could be negligible. To provide formal differential privacy protection for data gathered from opt-in users, standard approaches could potentially be applied, e.g., the Laplace mechanism.

**7 Evaluation**

To empirically evaluate the proposed approach and its performance for privacy protection of event presence and hotness, we use 15 Android applications that were also used by prior related work [Zhang et al. 2020a]. We simulate 1000 users interacting with each app using the Monkey tool [Google 2020c]. Specifically, we run Monkey independently 1000 times and regard each separate Monkey execution as triggered by one software user. During this process, we collect method execution frequency information as follows. We instrument the entry of every method in each app to record the run-time execution of every method and accumulate its frequency in a local frequency vector at each user. We stop a simulation when the total frequency in the vector reaches \( k = 5 \times |V| \). As a result, we get 1000 run-time profiles of method frequencies for each app.
Table 1. Experimental subjects.

<table>
<thead>
<tr>
<th>App</th>
<th>Classes</th>
<th>Methods</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>barometer</td>
<td>378</td>
<td>2237</td>
<td>11185</td>
</tr>
<tr>
<td>bible</td>
<td>1087</td>
<td>5340</td>
<td>26700</td>
</tr>
<tr>
<td>dpm</td>
<td>271</td>
<td>1362</td>
<td>6810</td>
</tr>
<tr>
<td>drumpads</td>
<td>446</td>
<td>1903</td>
<td>9515</td>
</tr>
<tr>
<td>equibase</td>
<td>251</td>
<td>1975</td>
<td>9875</td>
</tr>
<tr>
<td>localtv</td>
<td>714</td>
<td>3055</td>
<td>15275</td>
</tr>
<tr>
<td>loctracker</td>
<td>197</td>
<td>837</td>
<td>4185</td>
</tr>
<tr>
<td>mitula</td>
<td>966</td>
<td>7172</td>
<td>35860</td>
</tr>
<tr>
<td>moonphases</td>
<td>165</td>
<td>716</td>
<td>3580</td>
</tr>
<tr>
<td>parking</td>
<td>370</td>
<td>1649</td>
<td>8245</td>
</tr>
<tr>
<td>parrot</td>
<td>1235</td>
<td>7433</td>
<td>37165</td>
</tr>
<tr>
<td>post</td>
<td>1087</td>
<td>5340</td>
<td>26700</td>
</tr>
<tr>
<td>quicknews</td>
<td>1087</td>
<td>5340</td>
<td>26700</td>
</tr>
<tr>
<td>speedlogic</td>
<td>77</td>
<td>265</td>
<td>1325</td>
</tr>
<tr>
<td>vidanta</td>
<td>1568</td>
<td>9242</td>
<td>46210</td>
</tr>
</tbody>
</table>

The instrumentation is based on Soot [Sable 2020]. The profile-gathering mechanism utilizes Android Debug Bridge [Google 2020a] to communicate with and manage multiple instances of emulators for user simulation. Given the collected profiles, we run all randomization on a local machine separately from the executions that gather run-time frequencies. This allows us to conduct each experiment for multiple trials to report rigorous statistical results that account for the randomness introduced by local randomizers [Georges et al. 2007]. Table 1 shows the details of the subjects used in our experiments. Column “Classes” and “Methods” list the number of application classes and methods, excluding several well-known third-party Android libraries, e.g., dagger and okio. The threshold $k$ for each app is shown in column “$k$” in the table.

All benchmarks and code for the evaluation described in this section are released publicly at https://presto-osu.github.io/dp-freq-prof.

7.1 Comparison Between Two Randomizers

To compare the accuracy of the two approaches based on randomized response and the Laplace mechanism discussed in Section 4, we fix the privacy parameter $\epsilon = 1$, which has been used in evaluation of other differentially-private analyses [Bassily et al. 2017], and alter the value of threshold $\tau$ for defining neighbors. We consider $\tau \in \{10^0, 10^1, 10^2, k\}$ and compute the vectors containing calibrated frequency estimates for the two approaches. We use normalized error (NE, “error” for short) with respect to the ground-truth frequencies $F$ to measure the accuracy of the estimated frequency vectors. The error is the normalized distance between $F$ and a given vector $x$: $NE_F(x) = \frac{1}{k}d(x,F) = \frac{1}{2k}\|x - F\|_1$. The worst-case value for the error is 1, e.g., when $F = (k \ 0)$ and $x = (0 \ k)$ for a $\mathcal{V}$ with two events.

Figure 4 shows the measurements of the error for the randomized-response-based and Laplace-mechanism-based randomization for different values of $\tau$. Unless otherwise specified, each experiment in this and the following subsections is repeated 30 times with the mean and 95% confidence interval of the results reported. The confidence intervals are typically very small, and barely noticeable in the figures.
Summary of results. As can be seen from these experiments, randomization based on the Laplace mechanism outperforms the randomized-response-based approach in all cases, especially for small values of $\tau$. In particular, the error for the Laplace mechanism is 39.8× smaller than the error for the randomization based on randomized response when $\tau = 10^0$, 16.6× smaller for $\tau = 10^1$, and 5.9× smaller for $\tau = 10^2$, averaged across all apps. With the increase of $\tau$, both randomizers require more extensive randomization in order to achieve differential privacy, and thus result in lower accuracy, which is to be expected.

Our conclusion is that instead of aiming for privacy protection for individual events, as done by Zhang et al. [2020a], a design for privacy at the level of frequency vectors via the Laplace mechanism achieves significant accuracy benefits. This observation is important for profiling frameworks for deployed software. It also raises interesting questions about potential redesign of widely-used software analytics frameworks such as Google Firebase Analytics [Google 2020b] and Facebook Analytics [Facebook 2020]. The current design of these frameworks provides logging mechanisms at the level of individual events, as illustrated by the code example in Section 4.4. It may be desirable to provide alternatives at a higher level of abstraction—e.g., a frequency vector that accumulates the effects of several events—since stronger privacy protections are possible at this case, and such protections could be implemented as optional functionality by the framework. Given the widespread use of these tracking frameworks in many thousands of popular mobile apps [Exodus Privacy 2020], this is a worthwhile direction of future investigations.

7.2 Hiding the Presence of Events

In this and the following subsection, we evaluate the accuracy of data collection and analysis introduced in Section 6 that allows the protection of each event from a set $\mathcal{U} \subseteq \mathcal{V}$, where $\mathcal{U}$ is selected depending on a threshold $h$ and the difficulties reported by opt-in users. We first consider the goal of hiding the presence of individual events. Recall from Section 5 that each opt-in user $i$ computes her difficulty $D_v(f_i)$ for each event $v$ such that $f_i(v) > 0$ using an analysis of the
constraint graph. We run this computation on a machine with Xeon E5 2.2GHz CPU and 64GB RAM. The average cost of running the algorithm is 6.6 ms per user to calculate $D_v(f_i)$ for all qualified events $v$.

After collecting the difficulties from opt-in users, for each reported event $v$ we compute $\tau(v) = \max_i D_v(f_i)$ and set the final value of $\tau$ based on a threshold $h$ such that the presence of at least $h\%$ events is hidden, i.e., $\tau$ covers the first $h\%$ of the sorted list of all $\tau(v)$ values. This $\tau$ is then used for the actual collection of frequency data from regular users. In the experiments, we consider threshold values $h \in \{25, 50, 75, 100\}$ to evaluate the accuracy of the proposed profiling under different protection goals. Higher threshold values provide protection for more events, lead to higher values for $\tau$, and are expected to produce more error. To select opt-in users, we have used various settings and observed that using 10% of all users as the opt-in user group provides a reasonable $\tau$ and only a few users from the remaining 90% regular users have local difficulty exceeding this $\tau$. Specifically, on average for each event, 10.5% users have difficulty $> \tau$ given $h = 25$. The percentage is 6.6% for $h = 50$, 2.9% for $h = 75$, and, of course, 0% for $h = 100$.

Table 2 shows the average error of the proposed approach and the approach in Zhang et al. [2020a] over all apps for different values of $\epsilon$ and $h$. We have used various values for $\epsilon$ in the experimental evaluation. Here we only show the results for $\epsilon \in \{0.5, 1, 2\}$ since we observe similar trends for other values. We can see that the error produced by the randomized-response-based approach is significantly larger than the error for the Laplace mechanism, regardless of the values of parameters. These results accord with the conclusion in Section 7.1.

For the proposed approach, despite the inherent trade-offs between accuracy and privacy, high accuracy can be achieved simultaneously with a high protection goal (large $h$) and strong indistinguishability (small $\epsilon$). In particular, the error is below 0.1 if we want to protect the presence of at least a quarter or a half of all events, i.e., $h = 25$ and $h = 50$, even with very strong indistinguishability, e.g., $\epsilon = 0.5$. When the protection goal is raised to hide the presence of 75% of events, we still have relatively low error ($\leq 0.15$) for small values of $\epsilon$. For example, the error is 0.097 when $\epsilon = 1$, which means that the calibrated frequency vector as a whole is only a few percentage points off the real vector. However, when $h = 100$, i.e., the protection goal is to protect the presence of all events, the error is above 0.5 for all choices of $\epsilon$. This is to be expected, since some events have high frequencies across all users and large amounts of noise are needed to hide their presence.

Figure 5 shows more detailed measurements from these experiments. The analysis based on Laplace mechanism produces more accurate results for each app with larger $\epsilon$ since the indistinguishability strength in Definition 4.1 is reduced, leading to less noise. This conforms with the theoretical guarantee provided by the definition. As discussed before, when we enhance the protection to hide more events by increasing the value of $h$, there is more error in the resulting frequency estimate vector. For example, compared to $h = 25$, the error is $3.3 \times$ larger for $h = 50$ and $8.9 \times$ larger when $h = 75$, averaged across all apps for $\epsilon = 1$. If we want to protect the presence

<table>
<thead>
<tr>
<th>$h$</th>
<th>Randomized Response</th>
<th>Laplace Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon = 0.5$</td>
<td>$\epsilon = 1$</td>
</tr>
<tr>
<td>25</td>
<td>0.422 0.316 0.220</td>
<td>0.027 0.012 0.007</td>
</tr>
<tr>
<td>50</td>
<td>0.642 0.510 0.394</td>
<td>0.069 0.039 0.021</td>
</tr>
<tr>
<td>75</td>
<td>0.873 0.765 0.628</td>
<td>0.148 0.097 0.065</td>
</tr>
<tr>
<td>100</td>
<td>0.996 0.994 0.989</td>
<td>0.917 0.793 0.646</td>
</tr>
</tbody>
</table>
of all events, i.e., $h = 100$, the result is essentially unusable as the error is close to the worst-case value $1$.

**Summary of results.** These experimental results are promising. Despite the fundamental tension between privacy (which requires higher magnitude of noise) and accuracy (which is reduced by this noise), we see evidence of a ”sweet spot”. In particular, our measurements demonstrate that high-accuracy estimates can be achieved together with privacy protection of the presence of most methods (i.e., high $h$) and strong differential privacy indistinguishability (i.e., low $\epsilon$).

Fig. 5. Normalized error for hiding event presence with varying $h$ and $\epsilon$. 
Table 3. Average normalized error across all apps for hiding event hotness.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Randomized Response</th>
<th>Laplace Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon = 0.5$</td>
<td>$\epsilon = 0.5$</td>
</tr>
<tr>
<td></td>
<td>$\epsilon = 1$</td>
<td>$\epsilon = 1$</td>
</tr>
<tr>
<td></td>
<td>$\epsilon = 2$</td>
<td>$\epsilon = 2$</td>
</tr>
<tr>
<td>25</td>
<td>0.428</td>
<td>0.042</td>
</tr>
<tr>
<td>50</td>
<td>0.313</td>
<td>0.022</td>
</tr>
<tr>
<td>75</td>
<td>0.220</td>
<td>0.012</td>
</tr>
<tr>
<td>100</td>
<td>0.996</td>
<td>0.798</td>
</tr>
</tbody>
</table>

7.3 Hiding the Hotness of Events

In this subsection we evaluate the effectiveness of the proposed approach for hiding the “hotness” of events. Recall from Section 5.4 that an event $v$ is hot in a frequency vector $f$ if $f(v) > \eta$ where $\eta$ is a pre-defined threshold. Here we set $\eta = \frac{k}{|V|}$. We have used other values of $\eta$ and see similar results. As in the experiments from the previous subsection, we consider four definitions of set $U$, based on a threshold $h$. For each reported event $v$ we compute the largest value of the hotness-hiding difficulty $D_v(f_i)$ across all opt-in users. We then set the final $\tau$ value to hide the hotness of at least $h\%$ of these events for $h \in \{25, 50, 75, 100\}$. A summary of the average error over all apps is shown in Table 3. The detailed results for each app are shown in Figure 6.

We can see that for the proposed approach based on Laplace mechanism, the error is low ($< 0.1$) for all values of $\epsilon$ used in the experiment when the protection goal is low, e.g., when we provide protection for half of the hot methods. When the value of $h$ is increased to 75, the analysis can provide accurate results with somewhat larger values of $\epsilon$. For example, we have error $< 0.15$ using $\epsilon = 1$, which is a typical value for this parameter in practice. At this protection level, the error is on average $2.4\times$ and $6.5\times$ larger than the error for $h = 50$ and $h = 25$, respectively. We reach the highest error when $h = 100$, similarly to the results from Section 7.2. This is due to the large frequencies of some extremely hot methods. One example of such a method is DownloadProgress.onProgressUpdate in the dpm app, which will be invoked multiple times to draw the progress bar when the user is downloading preset sound tracks. The randomizer has to introduce considerable amount of noise to hide the hotness of such methods.

**Summary of results.** The conclusions from these experimental results are similar to the ones from Section 7.2. For many (but not all) hot methods, our technique can effectively hide their hotness while at the same time providing high-accuracy estimates. Together with the earlier results for hiding event presence, this evaluation provides evidence of the promise of differentially-private analyses for remote profiling of deployed software.

7.4 Implications of Enforcing Linear Constraints

Section 5.5 discussed the implications of including or excluding the linear constraints $Af \geq b$ in the randomizer design. We empirically evaluated the effects on the privacy guarantee for these two scenarios and show the implicit degradation when the randomizer does not consider the constraints. For each of the two scenarios we computed the value of $\tau$ needed to hide the presence of individual events given $h = 25$, as was done for the previous experiments. (We have computed similar results for other values of $h$ and observed even larger degradation.) We denote the two values by $\tau_{true}$ and $\tau_{false}$, where the subscript indicates whether or not the constraints are taken into account during the computation of difficulties. We then calculate the degradation of the privacy guarantee as follows:

$$Degradation(\tau_{true}, \tau_{false}) = e^{\frac{\tau_{false}}{\tau_{true}}}$$
This definition shows the extent to which the bound on the ratio of the two probabilities in Definition 4.1 implicitly increases if the randomizer simply ignores the constraints. The mean value of this degradation for 30 independent repetitions of the same experiment is 26.5, averaged across all apps. This means that the probability bound is increased by a factor of 26.5 on average, by which the indistinguishability between neighboring frequency vectors is significantly weakened.

7.5 Effects of Randomness on Accuracy

As discussed earlier, we generate a method frequency profile by simulating user interactions with the app through a run of the Monkey GUI testing tool to trigger random actions. Such randomly generated profiles may not reflect the properties of real-world user data. In this subsection we
consider "less random" profiles and evaluate their effects on accuracy. In particular, we create and evaluate two subsets of the set of all 1000 frequency vectors, $S_h$ and $S_l$, where the subscripts $h$ and $l$ denote high-similarity and low-similarity, respectively. Both sets are of size 500, but vectors in $S_h$ are "closer" to each other in terms of distance than those in $S_l$. To construct the two subsets, we first compute the distance (defined in Section 4.2) between all pairs of frequency vectors. To compute $S_h$, we start with $S_h = \{f_i, f_j\}$ where $d(f_i, f_j)$ is the smallest among distances across all pairs of vectors. The next vector $f_k$ is chosen such that the average distance of $S_h \cup \{f_k\}$ is minimized. Here the average distance is defined as the average value of $d(f, f')$ for all $f, f' \in S_h$ such that $f \neq f'$. This process is repeated until we have $|S_h| = 500$. The subset $S_l$ is created in a similar fashion: starting with $S_l = \{f_i, f_j\}$ where $d(f_i, f_j)$ is the largest among all pairs, we add $f_k$ to $S_l$ at each step such that $S_l \cup \{f_k\}$ has the maximum average distance, until $|S_l|$ reaches 500. In our experiments, the average distance of $S_l$ is 2.8× larger than that of $S_h$, on average across all apps.

We use the same metric and parameters as in Section 7.1 to evaluate how the randomness in profiles may affect the accuracy. The results show that the difference between the accuracy measurements for $S_h$ and $S_l$ is negligible for both the randomized-response-based and the Laplace-mechanism-based approaches. More specifically, averaged across the 15 apps, the error for randomized response using $S_l$ is on average 0.95×, 1.09×, 1.04×, and 0.99× larger than the error using $S_h$ under $\tau = 10^0$, $10^1$, $10^2$, and $k$, respectively. We observe similar results for the Laplace mechanism. This is to be expected. Since all randomized values have the same variance, with sufficiently large number of users the overall variance of the estimates should not depend on the actual data and its distribution in the domain of feasible frequency vectors. For privacy, the protection provides upper bounds on the privacy loss over the entire domain, regardless of the underlying distribution.

8 RELATED WORK

**Differential privacy.** Several examples of prior work on differential privacy were already discussed briefly [Bassily et al. 2017; Erlingsson et al. 2014; Wang et al. 2017; Zhang et al. 2020a]. We are not aware of any prior work that includes general linear constraints in the definition of neighbors and in the design of the randomizer. The closest related work by Zhang et al. [2020a] uses the randomized response technique and only embeds simple linear constraints in a calibration phase after randomization. Another related effort [Zhang et al. 2020b] considers node coverage in control-flow graphs and incorporates graph reachability constraints in the definition of privacy protection. In contrast, we consider local frequency counts and related linear inequalities. Many other analytics problems have also been considered in the differential privacy setting, including heavy hitters [Bassily et al. 2017; Bun et al. 2018], distribution estimation [Duchi et al. 2013], clustering [Nissim and Stemmer 2018], and learning [Kasiviswanathan et al. 2011]. These theoretical models have not yet been applied to software analysis and present a rich source of powerful privacy-preserving techniques. There also exist practical uses of differential privacy. Google’s RAPPOR approach uses randomized response in the Chrome browser to gather data on popular URLs [Erlingsson et al. 2014]. Apple applies differential privacy when gathering various categories of user data [Apple 2017; Thakurta et al. 2017]. Microsoft uses differential privacy to collect device telemetry data [Ding et al. 2017]. Several of these existing approaches are focused on collection of a single data item per user, while our work aims at general profiling where accurate results are needed for both high-count and high-dimension local frequency profiles.

**Privacy and programming languages.** There is a growing number of efforts on differential privacy in the programming languages community. Zhang and Kifer [2017] propose LightDP, a relational type system, to verify sophisticated differential privacy algorithms requiring less annotations from programmers than customized logics based proofs. Inspired by LightDP, Wang
et al. [2019] further propose a flow-sensitive type system, ShadowDP, that uses shadow execution to verify more differential privacy algorithms and reduce the complexity of the verification process. Near et al. [2019] propose the Duet language for verifying differential privacy of general-purpose higher-order programs. Some emphasis has also been put on privacy in various fields of software engineering [Hadar et al. 2018]. Budi et al. [2011] propose to use $k\ell$-anonymity for testing and debugging data. The CLIFF+MORPH approach [Peters et al. 2013] uses perturbation to preserve data privacy of software defect information. With the exception of work already discussed, we are not aware of any efforts to create differentially-private versions of existing program analyses, which we believe is a fruitful target for future work.

Remote software profiling. Remote profiling of software has been studied extensively. Residual coverage monitoring [Pavlopoulou and Young 1999] collects statement coverage to aid post-deployment testing. The GAMMA system [Orso et al. 2002] tracks data from many users by assigning monitoring subtasks to different software instances and integrating results from probes to provide information about the original task. Diep et al. [2006] propose a probe distribution algorithm to collect profile events. Clause and Orso [2007] record program execution information, including interactions between software and environment and the input data for each interaction, for failure reproduction and in-house debugging. Ohmann et al. [2016] propose algorithms based on dominator trees to minimize the coverage probes required for monitoring. A related effort [Ohmann et al. 2017] introduces a new language for answering control-flow queries based on incomplete data from post-deployment failure reports.

Privacy in remote profiling has been the target of several projects, but none have used the machinery of differential privacy. One relevant approach [Elbaum and Hardojo 2004] considers anonymization of the collected data. Similarly, Clause and Orso [2011] anonymize and send back inputs that cause failures in deployed software instances, so that developers can debug the failures without knowing the actual inputs. There are no theoretical guarantees about the privacy protection provided by these techniques.

Many projects have used remote profiling data and could be interesting targets for development of differentially-private analyses. Orso et al. [2003] leverage GAMMA for impact analysis and regression testing using profiling and coverage data at block and method levels. Haran et al. [2005] use random forests to classify failing executions based on execution data. BugRedux [Jin and Orso 2012] collects execution data and synthesizes in-house executions the reproduce field failures. Follow-up work [Jin and Orso 2013] enhances BugRedux with debugging capabilities by synthesizing program executions that mimic a field failure based on call sequences. These approaches are interested in data such as counts of statements/functions, throw/catch counts, and execution traces. Our work, which provides well-defined privacy for frequency counters, presents a potential first step for developing differentially-private versions of these and similar analyses.

9 CONCLUSIONS

Differential privacy is a desirable theoretical framework for designing privacy-preserving software analysis, due to its inherently strong and rigorous privacy guarantees. When such machinery is applied to software profiling problems, or more generally to dynamic program analysis, it is important to consider domain-derived insights into the analyzed data. For the profiling problem we consider such data relationships are represented via linear constraints on frequencies. As we discuss theoretically and demonstrate experimentally, such constraints must be accounted for when designing a randomization scheme, in order to achieve the expected privacy protections.

For the specific problem of frequency estimation, we show that randomization of frequency vectors is more suitable than event-by-event randomization. This observation has implications for
the design of mobile app analytics frameworks such as Google Firebase Analytics and Facebook Analytics, as well we for any infrastructure for remote profiling of deployed software. Even with this design choice, it is still a challenge to select the parameters of the randomization in order to achieve desired trade-offs between accuracy and privacy. We show how to address this problem by defining and computing the difficulty of protecting certain events. Our results demonstrate that with careful application of this approach, it is possible to achieve both high privacy and high accuracy for the target goals of this work.

We anticipate that many interesting technical challenges will arise in attempts to apply differential privacy to other forms of dynamic program analysis. The work presented in this paper provides several potentially-useful building blocks for such future attempts.
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