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ABSTRACT

Improved separation of concern is important for dealing with increasing complexity of today’s software systems. A number of language designs have been proposed in the last decade with the common goal to improve the separation of concerns by providing better modularization mechanisms e.g. mix-ins, units, roles, layers, hyperspaces, events, aspects, etc. To understand the benefits of a new modularization mechanism, it is important to apply it to real world large scale software systems, where there are real needs for separation of concerns. However, large scale software projects are generally managed very cautiously and adoption of a new technique in these projects is generally harder to achieve. Typically such adoption is driven by demonstrated success of the technique in other large scale projects, a catch-22 situation. In this position paper, I discuss a software repository mining-based technique to achieve the effect of adoption in a large scale software project in a controlled setting. Rich change history available in the version control systems for open source software projects, and advances in software repository mining enable this technique for empirical evaluation of a modularization mechanism.

Categories and Subject Descriptors

D.1.5 [Programming Techniques]: Object-oriented Programming; D.2.2 [Software Engineering]: Design Tools and Techniques — Modules and interfaces; D.2.8 [Software Engineering]: Metrics — Complexity Measures; D.3.3 [Programming Languages]: Language Constructs and Features — Control structures; Procedures, functions, and subroutines

General Terms

Design, Measurement, Human Factors, Languages
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1. INTRODUCTION

Today, finding an appropriate separation of concerns [16] is understood to be perhaps the fundamental challenge in software design. It promotes studying different interests or concerns of a complex problem separately, with none or very little knowledge of other concerns. Separation of concerns is the key to maintaining overall intellectual control in the face of complex problem and design solutions. Over the years, the quest for better separation of concerns has led to different technologies, among which are well-established modularization techniques [43, 48] such as structured programming [14, 15, 33, 59], abstract data types [37], and object-orientation (OO) [11, 26, 34, 39, 58].

A whole new set of such modularization techniques as mix-ins [4], units [22], implicit-invocation [25, 54, 55], hyperslices [28, 42], composition filters [1], adaptive methods [36], roles [35], aspects [31, 48, 49, 45], open classes [10], etc, have emerged in the last decade or so with a common goal to enable improved separation of concerns. Although the Jury is still out on some of these techniques, the overwhelming academic and industrial interest makes it abundantly clear that there is a pressing need for improved separation of concerns techniques. This is primarily because implementation of some concerns are often hard to factor out into separate modules using classical decomposition techniques [56]. For example, the code for a thread policy is spread across the system. These emerging modularization techniques provide engineers with new possibilities for keeping such concerns separate in the source code.

Typical evaluation of a modularization mechanism examines it in the context of canonical examples. For example, figure editor example inspired from JHotDraw [23], a system originally developed as a design exercise by Erich Gamma and Thomas Eggenschwiler, is prevalent in the aspect-oriented programming literature. Evaluation using canonical examples has many advantages. Canonical examples act as a smoke test of the technique, “if the technique does not work in the context of canonical examples, it is unlikely to work in real projects.” They also allows readers and researchers to focus on the problem at hand without getting distracted by the essential complexities of the problem domain [8].

Full promise of these techniques is, however, hard to evaluate with just canonical examples. If a technique doesn’t work in the context of canonical examples, often we can say for sure that it is not going to work for real world projects, however, if it does work results obtained may not be directly applicable to real world projects. Scalability related issues are almost never examined in a study that uses canonical examples. A new modularization technique can be applied to a real world project to address some of these threats to the validity of its evaluation. A real world study is, however, extremely time consuming. Often it also requires insider
access to subject projects to make the case for adoption. Last but not the least, the case for adoption often depends on the demonstrated success of the modularization technique in the context of other projects, a chicken and an egg situation.

This position paper describes an empirical evaluation technique that we believe could be useful to overcome some of these hurdles. The key idea is to capitalize on the rich version control histories available for the open source software projects to realistically simulate a series of real world changes in software projects. First, an initial and a final version for the open source project are selected. Second, using existing techniques for software repository mining changes between initial and final versions are organized as a sequence of refactoring orders [13] such that by replaying the refactoring orders in the specified order on the initial version yields the final version. Third, this sequence of refactorings is transformed into all candidate modularization techniques such that by replaying the modified refactorings in the specified order on the initial version yields the final version, (possibly) improved using a candidate modularization technique. Finally, analyzing each refactored version produced in this manner is compared w.r.t. desired software engineering metrics to compare and contrast modularization techniques. The scope of our evaluation technique is limited to the following:

- **techniques**: language constructs for improved separation of concerns,
- **claims**: in terms of information-hiding modularity [43], design for change, etc. and
- **project settings**: steady-state projects with source control histories.

The main objective of our technique are:

- **overcome the threats to the validity**: to reduce the threat to the validity of empirical evaluations of language designs, our technique should reduce/eliminate biases from the experimental settings, and
- **automation/semi-automation**: to reduce the cost of empirical evaluation and to encourage rigorous, extensive evaluation of modularization techniques, it should be possible to automate much of this technique at a low cost.

In the rest of this position paper, we explain our technique in detail. To make the ideas concrete, we will discuss them in the context of the Ptolemy language recently proposed by Rajan and Leavens [47]. Ptolemy combines ideas from implicit invocation and aspect-oriented languages and has several advantages compared to both. Next section briefy presents this language design. Section 3 presents the proposed evaluation technique and Section 4 concludes.

## 2. PTOLEMY: A BRIEF INTRODUCTION

Ptolemy is an extension of object-oriented languages with support for quantified, event types [47]. Ptolemy’s design is inspired by II languages such as Rapide [38] and AO languages such as AspectJ [30]. It also incorporates some ideas from Eos [50, 48] and Caesar [40]. The key ideas in the language are that it lets programmers declare named event types that contain information about the names and types of event arguments (exposed context). An event type identifies an expression as an event in a declarative manner. This event type can then be used to quantify over all such events. Event types reduce the coupling between the observers of the events and the set of events by eliminating the name dependence between the two.

An example Ptolemy program is shown in Figure 1. This code is part of a larger editor that works on drawings comprising points, lines, and other such figure elements [30, 32]. The program is adapted to be more Java-like, whereas the language presented in our previous work on Ptolemy was an expression language [47].

In companion papers [46, 47], we discussed the limitations of II and AO languages. To summarize, compared with AO languages, II languages have three limitations [47]. First, while subject modules are decoupled from observer modules, observer modules remain coupled with subjects. Second, their is no construct equivalent to AO “around advice” that allows to replace the code for an event. Instead, unnecessarily complex emulation code to simulate closures in languages such as Java and C# is required in II languages. Third, quantification can be tedious in II languages. The code that describes how each event is handled can grow in proportion to the number of objects from which implicit invocations are to be received.

Compared with II languages, AO languages have four limitations [47]. These limitations are not conceptual, rather, they stem from the fact that implementations of most current AO event models use PCDs based on pattern matching (on names [30], lexical structures [51, 20], program traces [17], etc). First problem is commonly known as the “fragile pointcut problem”, which is caused by the use of pattern matching as a quantification mechanism [52, 57]. Pattern matching based PCDs are coupled to the code that

---

**Figure 1**: Drawing Editor in Ptolemy

In companion papers [46, 47], we discussed the limitations of II and AO languages. To summarize, compared with AO languages, II languages have three limitations [47]. First, while subject modules are decoupled from observer modules, observer modules remain coupled with subjects. Second, their is no construct equivalent to AO “around advice” that allows to replace the code for an event. Instead, unnecessarily complex emulation code to simulate closures in languages such as Java and C# is required in II languages. Third, quantification can be tedious in II languages. The code that describes how each event is handled can grow in proportion to the number of objects from which implicit invocations are to be received.

Compared with II languages, AO languages have four limitations [47]. These limitations are not conceptual, rather, they stem from the fact that implementations of most current AO event models use PCDs based on pattern matching (on names [30], lexical structures [51, 20], program traces [17], etc). First problem is commonly known as the “fragile pointcut problem”, which is caused by the use of pattern matching as a quantification mechanism [52, 57]. Pattern matching based PCDs are coupled to the code that
implements the implicit event that they describe. Thus, seemingly innocuous changes break aspects [29]. Recent research results such as Aspect Aware Interfaces (AAIs) [32], Crosscut Programming Interfaces (XPIs) [53, 27], Model-based Pointcuts [29], Open Modules (OM) [2], etc, have recognized and proposed to address the fragile pointcut problem, but none address it completely [47].

Second problem is that current AO event models do not implicitly announce some kinds of events [53, pp. 170]. Therefore, they also do not provide PCDs that select such events. Alternative AO approaches such as LogicAJ provide a finer-grained event model [51], however, PCDs in such techniques become strongly coupled with the structure of the base code and therefore become more fragile [47].

Third and fourth problems have to do with the interface for accessing contextual (or reflective) information about an event. In some AO approaches, this interface is fixed by the language designer and does not satisfy all usage scenarios [53]. In other AO languages (e.g. LogicAJ [51]), virtually unlimited reflective access to the context surrounding the lexical structure using metavariables is possible but requires that the events form a regular structure [47]. Furthermore, contextual information that fulfills a common need (or role) in the handlers is not available uniformly to PCDs (and handlers) [47].

In Ptolemy, evtype declaration allow programmers to declare named event types. An event type (evtype) declaration has a return type, a name, and zero or more context variable declarations. These context declarations specify the types and names of reflective information communicated between announcements of events of type p and handler methods. These declarations are independent from the modules that announce or handle these events. The event types thus provide an interface that completely decouples subjects and observers. Events are explicitly announced using event expressions. These expressions enclose a body expression, which can be replaced by a handler. This functionality is similar in expressiveness to around advice in AO languages.

Finally, the names of evtype declarations can be utilized for quantification, which simplifies binding and avoids coupling observers with subjects.

3. EMPIRICAL EVALUATION APPROACH

Conducting an empirical evaluation of the software engineering properties of a new language design is a challenge. For example, claims such as “the quantification based on quantified, event types are less fragile compared to traditional syntactic quantification mechanisms” or that “quantified event-types improve the robustness of the handler code against base code changes, and makes it easier for the handlers to uniformly access reflective information about the event,” may not be validated without large-scale use of the language design over an elongated period of time. Conclusions drawn from small examples, although helpful, may not correctly reflect the anticipated software engineering benefits of the language design.

A reasonable evaluation necessitates enough experience with the design to really say for sure it is right. In order to conduct such an evaluation, the precondition is the adoption of the language design in real world large-scale projects. Ironically, such adoption is often driven by demonstrated success of the language design in other projects. Taking these considerations into account, our proposed empirical evaluation technique is as follows:

3.1 Select Candidate Software Projects

The primary criteria for selecting a project as a candidate for our empirical evaluation technique is that they should be open source i.e. the source code is available for analysis, presence of existing version history that can be analyzed, large-size i.e. improved separation of concerns has real and perceived value in the context of this project, an active community contributing frequent releases and bug-fixes, which in turn translates to a rich change history in CVS.

For Ptolemy an additional requirement must be imposed. Our current Ptolemy infrastructure is based on Java, therefore, the project should be a Java project. A bonus would be an open and accepting community that can be persuaded to adopt based on demonstrated results.

Current candidate projects for Ptolemy include Eclipse [65], NetBeans [66], Azureus [64] and Ant [63]. We already have some experience with Eclipse [65], Azureus [64] and Ant [63] projects and their current build systems in the context of another research project [18, 19].

3.2 Select an initial version for candidate projects

An older version of the project is extracted from its repository and used as a baseline for the empirical evaluation. For example, a 2001 version of Eclipse with the sticky tag v20011218 will be selected as the baseline for Eclipse. A challenge in this task is that often earlier versions of a software system use a different set of libraries, runtimes, etc. For example, all of our candidate projects made a transition from using Java 1.4 to Java 1.5 and then to Java 1.6 in the last few years. Recreating the build environment for such projects will be the key, however, once such a build environment is created, it could be reused for a number of candidate projects.

3.3 Use Concern Mining Techniques to Semi-automatically Identify Fragmented and Scattered Concerns for Modularization

After identifying an old version of a candidate project, we use automatic concern mining techniques on this version to extract fragmented and scattered concerns for modularization. Although automatic concern mining is still an emerging area, a number of techniques are available [5, 6, 61, 60]. One such technique by Breu, Zimmermann, and Lindig [7, 5, 6] is also applied to identify fragmented and scattered concerns in Eclipse [65]. Much of the reported results is directly applicable.

3.4 Use Ptolemy and Alternative II and AO Techniques to Modularize Identified Concerns

We then use the hints from automatic concern mining techniques to modularize the fragmented and scattered concerns in candidate projects. Three different starting versions are created in this step, one that uses implicit invocation techniques to modularize, a second that uses AO techniques to modularize, and a third that uses quantified, event types of Ptolemy.

3.5 Replay Changes on All Versions Using Version History

Once we have three versions (Ptolemy, AO and II) of the candidate project’s old release, we will extract real changes from the project’s CVS repository.

At least three frameworks are available today for this task APFL [62, 12], which is an open source framework for the ECLIPSE programming environment that facilitates the analysis of CVS archives, Kenyon [3], a common extraction, preprocessing, and storage platform for software configuration management and analysis, and Molhado [41], a configuration management and
version control infrastructure and methodology.

In the context of Ptolemy we use Molhado as it supports a higher-level of abstraction for analyzing changes between versions. For example, a variant of Molhado, MolhadoRef [13] has been used to replay refactorings of object-oriented programs to detect conflicts.

Extracted real changes in the candidate projects will be replayed to mimic software evolution. The key challenge in this activity is that Ptolemy’s, II, and AO versions of candidate projects will differ from the baseline old version that we extracted from the repository in that some fragmented, scattered and tangled concerns are now modularized in this version. This is likely to create conflicts when we replay changes.

Our current insight into resolving this issue is to divide modularization of fragmented, scattered and tangled concerns as a set of refactorings. We also divide real changes exhibited in the project as refactorings.

We then use the MolhadoRef [13] tool to reconcile these refactorings with each other. As of today, we perceive this to be the biggest threat to the feasibility of our empirical evaluation.

3.6 Software Evolution Analysis and Metrics for Evaluation

The final step is then to analyze the effect of replaying the changes on all three versions of the candidate software project. This analysis will primarily use the set of metrics suite developed by Garcia et al. [24]. Garcia et al. [24] refined the object-oriented metrics proposed by Chidambar and Kemerer [9] and described by Fenton and Pfleeger [21] for advanced separation of concerns techniques.

We have adapted these metrics for evaluating II and Ptolemy’s solutions. For AO solution, the original metrics defined by Garcia et al. [24] will be used. The adapted metrics and their definitions are shown in Figure 2.

The adapted definitions are closer to Chidambar and Kemerer’s [9] original definition due to the unification of aspects and classes [50] in Ptolemy’s language model.

4. CONCLUSION

In this position paper, we discussed a technique for empirical evaluation of software engineering properties of new language designs that claim to provide software engineers with new capabilities to modularize their concerns. The key idea behind the empirical evaluation is to use the real changes in an open source software project’s life time to model software evolution. This promises to reduce the biases in the evaluation. With the help of advances in software repository mining techniques much of the evaluation process could be automated, which is an added advantage. We presented our technique in the context of Ptolemy’s evaluation, however, it would be interesting to see whether it generalizes beyond II and AO-like language designs.

There are several questions that remain to be answered and the author would like to direct the attention of the workshop participants to most important of these.

1. Proving equivalence of a refactoring across language designs would be important. This risk could be mitigated to a certain extent if the base language for these advance modularization mechanisms is the same. An additional technique could be to give semantics to the new language constructs by translation to existing construct. Then the issue of the equivalence of refactoring would reduce to the issue of equivalence of two snippets in one language.

2. Is the quality of subject projects important? Yes and no. Although following better software practices in a software project often increases the benefits obtained from a new modularization, the metrics measured here are relative. Furthermore, it would be sensible to see the performance of a new modularization technique in the context of projects that may not have been designed to make such modularization easy to begin with.

3. Last but not the least, the need for a community-driven framework is apparent here. The efforts required to materialize this kind of validation framework may be beyond the scope of a single research program and may require cooperation among several research projects with complementary expertise.
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